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What is Machine Learning?

A subset of AI involving computer programmes,
often referred to as models, which:
• are trained to achieve some task,
• without requiring programming explicit

instructions for how to do it
• rather they enable computers to

perform pattern recognition.
• these patterns are learned from some

example data.
• A key factor in ML is getting the

computer to learn a generalisable
mechanism for achieving the task.
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Why is Machine Learning Interesting?

• Potential to delegate trivial, repetitive or 
dangerous jobs to machines.

• Faster processing of information
• Vast volumes of data are being generated

and stored digitally, more than any human
could ever hope to look at/learn from.
► Potential for deeper insights to be learned

from more data
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Why Should Machine Learning be Interesting to You?

• Curiosity – machine learning is tasked with
designing frameworks to learn and reason
about data without needing to articulate 
explicit decision rules.

• It is becoming ubiquitous: you interact with
a number of ML systems in day-to-day life.

• Combination of programming, applied
mathematics and machine learning should fit
well within your skillset at graduation.

• Job prospects are very good in this field at the
moment!
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How do you interact with ML in your life?

Let’s find out what you know about ML and how it might be 
involved in your day-to-day life: PollEv.com/bdevans

This will help us to think about different possible tasks, and their 
requirements.
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Outline for today

• About the module: logistics, evaluation, and syllabus overview
• The What and Why of machine learning
• Ingredients of machine learning: tasks, features, and models
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Learning outcomes

• Understand the variety of machine learning tasks such as classification,
regression, clustering, dimensionality reduction, and collaborative filtering.

• Learn what models are.
• Recognise the importance of features as an input to machine learning.

8



About This Module

DATA
INSIGHTS

• This is an introduction course to the field of
machine learning.

• The module aims to provide a unified view of the
field and to present key ideas and techniques.

• We will take a fairly applied, example-driven 
approach, but will also try to cover important
theoretical concepts.
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Module Learning Outcomes

By the end of this module a successful student should be able to:
• Demonstrate basic knowledge of several supervised and unsupervised

machine learning models including: multi-layer perceptron, support
vector machine, random forest, K-means, and PCA.

• Map machine learning models to tasks based on reasoned arguments.
• Explain and exploit practical concepts such as cross-validation and 

learning curves.
• Use machine learning toolboxes to solve classification/regression

problems with real-world data, including pre-processing of the data
and incorporating prior knowledge.
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Logistics

• Canvas webpage:
► All teaching materials (lecture notes, lab exercises & solutions, assessment 

details, additional reading, etc.) will be made available at 
https://canvas.sussex.ac.uk/courses/28155.

► Module Discussion Forum on Canvas: If you have a question, it is 
likely someone else is wondering the same thing, so please use this
forum to ask any questions and share resources for everyone’s benefit.

• Lectures covering key concepts and techniques will be in person:
► Tuesdays 9-10am.
► Thursdays 9-10am.
► Lectures may be supplemented by pre-recorded segments on Canvas.

• Office hours:
► Dr. Johanna Senk: Wednesdays: 11-12pm, Thursdays: 11-12pm.
► Dr. Ben Evans: Tuesdays: 12-1pm, Thursdays: 3-4pm.
► Please send an email first to make sure we’ll be available.
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Labs

• Support the lecture content.
►Start in Week 2.
► They will cover the previous week's material.
► Take longer than the 1-hour slot.
► Prepare in advance.
►Attempt the extensions if you can.

• Labs will take place in person with a manual attendance register
• Check Sussex Direct for which of the six slots you have been 

assigned to (Tuesdays, Wednesdays x2 or Fridays x3).
• Solutions will be made available for the labs in the following week

and walkthroughs will be posted on Canvas.
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Evaluation

1. Multiple choice exam (on Canvas), 10% weighting,
1 hour, Friday Week 5 from 17.00.

2. Multiple choice exam (on Canvas), 10% weighting,
1 hour, Friday Week 9 from 17.00.

3. Data Analysis Competition + Report
► This is worth 80% of the total grade.
►A 1200-word report detailing the implementation,

critical evaluation, and creative solution of a
machine learning application.

►Due for submission: 4pm, Thursday 23rd May.

NO EXAM!!!🥳
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Source Materials

Some of the good options:
• C. M. Bishop, Pattern Recognition and Machine Learning, Springer, 2007.
• S. J. D. Prince. Computer Vision: Models, Learning, and Inference. 2012. 
http://www.computervisionmodels.com/.

• S. J. D. Prince. Understanding Deep Learning. 2023.
https://udlbook.github.io/udlbook/.

• K. Murphy. Probabilistic Machine Learning: An introduction. 2021.
https://probml.github.io/pml-book/

• MP Deisenroth, AA Faisal, CS Ong, Mathematics for Machine Learning 2020.
Online version available at: https://mml-book.github.io/book/mml-book.pdf

Useful video materials:
• https://www.coursera.org/course/ml and http://videolectures.net
→ search for “machine learning summer school”.
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Mathematics and Machine Learning

• Machine learning is underpinned by a variety of mathematical theories and
formalisms.

• Difficult to present without at least some of the relevant mathematics:
► probability theory
► linear algebra
►multivariable calculus
► information theory
► logic and set theory

• It is important to try to understand the intuition behind the mathematics.
This influences the choice of what method to use in which situation.
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Syllabus Overview

1. Introduction to Machine Learning / Classifiers (BE)
2. Probability theory form ML (JS)
3. Linear Models for Regression and Classification (JS)
4. Regularisation and Model Selection (JS)
5. Perceptron and Backpropagation, Clustering (BE)
6. Catch-up week (BE)
7. Pre-processing / Dimensionality Reduction (JS)
8. Multilayer Perceptron (JS)

~~~ Easter Break ~~~
9. CNNs and Deep Learning (JS)

10. Support Vector Machines (JS)
11. Random Forests and Advanced Models (BE)
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a b s t r a c t

Deep Convolutional Neural Networks (DNNs) have achieved superhuman accuracy on standard image
classification benchmarks. Their success has reignited significant interest in their use as models of
the primate visual system, bolstered by claims of their architectural and representational similarities.
However, closer scrutiny of these models suggests that they rely on various forms of shortcut
learning to achieve their impressive performance, such as using texture rather than shape information.
Such superficial solutions to image recognition have been shown to make DNNs brittle in the face
of more challenging tests such as noise-perturbed or out-of-distribution images, casting doubt on
their similarity to their biological counterparts. In the present work, we demonstrate that adding
fixed biological filter banks, in particular banks of Gabor filters, helps to constrain the networks to
avoid reliance on shortcuts, making them develop more structured internal representations and more
tolerance to noise. Importantly, they also gained around 20–35% improved accuracy when generalising
to our novel out-of-distribution test image sets over standard end-to-end trained architectures. We
take these findings to suggest that these properties of the primate visual system should be incorporated
into DNNs to make them more able to cope with real-world vision and better capture some of the
more impressive aspects of human visual perception such as generalisation.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

The success enjoyed by deep convolutional neural networks
(DNNs) in complex perceptual tasks, notably image classification,
has led many researchers to suggest that they accomplish their
objectives in a similar manner to humans. Architectural and rep-
resentational similarities further reinforce this view of DNNs, not
just as engineering tools, but as good models of primate vision
(Cadena et al., 2019; Guclu & van Gerven, 2015; Khaligh-Razavi
& Kriegeskorte, 2014; Kubilius et al., 2016, 2018; Schrimpf et al.,
2020; Yamins & DiCarlo, 2016; Yamins et al., 2014). However,
in stark contrast to humans, one of the most striking failures of
these models is their lack of ability to generalise outside of their
training sets. This casts doubt on the claims that such models
work in a fundamentally similar way to humans.

In contradiction to earlier claims that DNNs learn about object
shape as a representational basis for their image classifications
(Kriegeskorte, 2015; Kubilius et al., 2016; LeCun et al., 2015), sub-
sequent work has found a strong bias towards textures and simi-
lar spatially high-frequency information (Baker et al., 2018; Deza
& Konkle, 2021; Geirhos et al., 2019). Likewise in our earlier work,

⇤ Corresponding author.
E-mail address: benjamin.evans@bristol.ac.uk (B.D. Evans).

we reported that in the extreme, standard DNNs would base
their image classifications on just a single pixel when correlated
with image category, disregarding the richer shape information
(Malhotra et al., 2020).

The tendency of DNNs to solve tasks in unintended ways has
been characterised as ‘‘shortcut learning’’, whereby decision rules
are learnt which facilitate high performance on standard bench-
marks but fail to generalise to more challenging test sets (Geirhos,
Jacobsen et al., 2020). In this vein, a range of weaknesses of
DNNs have been identified, including susceptibility to adversarial
attacks (Szegedy et al., 2014), bias amplification (Bolukbasi et al.,
2016) and intolerance to noise (Geirhos et al., 2018). Similarly,
other authors have characterised these shortcomings as the mod-
els learning to rely on ‘‘non-robust’’ features that are present
in the training data (Ilyas et al., 2019). While these problems
could be regarded as properties of the dataset which fail to
capture the richness of the visual world, we argue that they stem
from insufficient inductive biases constraining the model to find
more robust and general solutions. To frame it more positively,
robust generalisation needs good inductive biases (Feinman &
Lake, 2018; Lake et al., 2017; Sinz et al., 2019).

Inductive biases may be incorporated into the three core
components of artificial neural network design: the objective
function, the learning rule and the architecture (Richards et al.,
2019), in addition to the training data (‘‘environment’’). In the

https://doi.org/10.1016/j.neunet.2021.12.005
0893-6080/© 2021 Elsevier Ltd. All rights reserved.
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Why Machine Learning?

Data can be used to perform all kinds of tasks:
1 Identifying whether an email contains irrelevant

information (spam) or not (not spam).
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Why Machine Learning?

Data can be used to perform all kinds of tasks:
2 Predicting from satellite images and environmental sensors 

whether tomorrow will be sunny or partly cloudy or cloudy 
or rainy or thunderstorm.
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Why Machine Learning?

Data can be used to perform all kinds of tasks:
3 Predicting from satellite images and environmental sensors for 

tomorrow’s temperature, wind, and humidity values.

10 oC
Wind : 6mph 
Humidity : 40%
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Why Machine Learning?

Data can be used to perform all kinds of tasks:
4 Recommending products and services on

the basis of customer purchase history and
the decisions made by similar customers.

Click to open expanded view

Share your own customer images

Search inside this book

Machine Learning: A Probabilistic
Perspective (Adaptive Computation and
Machine Learning Series) [Hardcover]
Kevin Murphy (Author)

(3 customer reviews)

RRP: £48.95
Price: £41.49& this item Delivered FREE in

the UK with Super Saver Delivery. See
details and conditions

You Save: £7.46 (15%)

In stock.
Dispatched from and sold by Amazon. Gift-wrap available.

Want it Saturday, 21 Dec.? Order it within 21 hrs 9
m ins and choose One-Day De live ry a t checkout. Details

Ordering for Christmas? To ensure delivery by December
24, choose Super Saver Delivery at checkout. Read more
about holiday delivery.

31 new from £37.00 6 used from £42.03
1 collectible from £48.95

Yes, I want FREE One-Day
Delivery with a free trial of
Amazon Prime

Quantity: 1

or

Sign in to turn on 1-Click ordering.

Trade in Yours

For a £23.15 Gift Card

Learn more

More Buying Choices

38 used & new from £37.00

Have one to sell?

Share

Start reading Machine Learning on your iPad,
PC or Mac instantly. Don't have a free Kindle
app? Get yours here

Formats Amazon Price New from Used from

Kindle Edition £31.12 -- --

Hardcover £41.49 £37.00 £42.03

Special Offer
Today only, when you buy a physical book, you will receive a £1 credit for Kindle Books. Explore
thousands of books from 99p in the Kindle Store and start reading in seconds with one of our free
Kindle reading apps for your smartphone, tablet, or PC. Learn more about this offer.

What Other Items Do Customers Buy After Viewing This Item?

Bayesian Reasoning and Machine Learning by David Barber Hardcover
(2)

£38.25

Pattern Recognition and Machine Learning (Information Science and Statistics) by Christopher M. Bishop Hardcover
(10)

£63.99

MACHINE LEARNING (Mcgraw-Hill International Edit) by Thom M. Mitchell Paperback
(5)

£43.34

26



Why Machine Learning?
Data can be used to perform all kinds of tasks:

5 Grouping together images according to semantic similarities.
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Why Machine Learning?

Data can be used to perform all kinds of tasks:
6 Visualising high dimensional data in a 2-
dimensional space.

Saul & Roweis, 2003.
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Why Machine Learning?

It is difficult to program a solution to this.

Some problems are difficult or even impossible to formalise as a
computer science problem, but humans can provide examples or
feedbacks.
• Given an image of a handwritten character, which character is

this?
Character Recognition
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Why Machine Learning?
Some problems are difficult or even impossible to formalise as a
computer science problem, but humans can provide examples or
feedbacks.
• Given an image of a handwritten character, which character is

this?
Character Recognition

It is difficult to program a solution to this.
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Why Machine Learning?
Some problems are difficult or even impossible to formalise as a
computer science problem, but humans can provide examples or
feedbacks.
• Given an image of an animal, which animal is this?

Object Category Recognition

It is impossible to program a solution to this.
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Why Machine Learning?
The good news: we have examples.

Dog

Cat
s Dogs

Training by examples

Test

Machine 
Learning
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Tasks, Models, and Features
Three main ingredients of machine learning:
• Tasks:

► problems that require a mapping from data to desired outputs 
(insights).

• Features:
► characteristics of the data used to describe domain objects.

• Models:
► encode the required task mapping.

Data 
(Features)

Dog

InsightsMachine 
Learning
Models
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(Some) Machine Learning Tasks if You have Health Data

• Classification
► Binary (C = 2) classification involves separating data into two distinct groups (+ and −)

e.g. distinguishing people at risk from heart disease (+), from those not at risk (−).
► Generalise to C > 2 different classes

• Regression
► Involves mapping from data items to real values

e.g. quantifying the risk of heart disease on the basis of personal health records
• Clustering

► Separating data into different clusters/concepts on the basis of their characteristics.
e.g. grouping people according to their genetic characteristics.

• Collaborative filtering
► Identifying rules or associations from data

e.g. “recommending” products or films on the basis of patient records and diseases of
similar patients.

• Dimensionality reduction
Ø Visualising the data
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Teaching your models : Supervised Learning

• There are different teaching paradigms in machine learning.
• In supervised machine learning, each element of the training data has associated labels.

► These labels are the appropriate “output” for this data example
e.g. binary classification: patient data already labelled with “at risk of heart disease” or “not
at risk of heart disease”.

► Model should generalise from training data
i.e. be good at predicting output for unseen data.

Supervised Learning
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Teaching your models : Unsupervised Learning

• Unsupervised machine learning does not require labels.
• Learns structure and patterns based on the similarities and differences in

the data features of the training examples.
e.g. clustering: grouping people on basis of genetic similarity in order to
discover interesting sub-groups.

Unsupervised Learning
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Teaching your models : Degrees of supervision

• The choice is not always full/no supervision.
• Semi-supervised machine learning methods use labels on a subset of the data.

• This is particularly relevant when the labels are expensive
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Data and Features

• Features are the inputs to machine learning:
►Used to describe data objects
►Represent particular characteristics of an instance
►May be numerical (e.g. age, weight, income), boolean (e.g. is employed,

is male), ordinal (e.g. SES, satisfaction), or nominal (e.g. nationality).
• A model is only as good as the information it sees:

►Choice of features is therefore extremely important
► Techniques for removing redundant features or transforming features in

various ways are often crucial
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Machine Learning Models

• Models form the central concept in machine learning:
►A framework for making predictions from features
►With parameters learned from data
►Models encode the mapping needed to solve a task

• We will talk about several different models during this module.

42



Quiz Time!
• Go to https://pollev.com/bdevans

10 oC
Wind : 6mph
Humidity : 40%

Which machine learning task is this?
A Classification
B Regression
C Clustering
D Collaborative Filtering
E Dimensionality Reduction
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Quiz Time!
• Go to https://pollev.com/bdevans

Which machine learning task is this?
A Classification
B Regression
C Clustering
D Collaborative Filtering
E Dimensionality Reduction
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